Лекция 15. Интерпретируемость и анализ ошибок в системах распознавания
1) Зачем нужна интерпретируемость
Интерпретируемость отвечает на вопросы:
· почему модель так решила (обоснование решения),
· какие признаки важны и как они влияют,
· где модель ошибается и почему,
· можно ли доверять модели в критических ситуациях.
Это важно для:
· инженерных систем (диагностика оборудования),
· медицины,
· безопасности и качества,
· работы с доменным дрейфом.

2) Два уровня интерпретируемости
2.1 Глобальная (global)
Объясняет поведение модели в целом:
· какие признаки наиболее важны,
· какие зависимости общие,
· как модель реагирует на изменения входа.
2.2 Локальная (local)
Объясняет конкретное решение для одного объекта:
· какие признаки “толкнули” к классу,
· насколько уверенно,
· есть ли признаки, противоречащие решению.

3) Интерпретируемые модели (по природе)
Модели, которые проще объяснять:
· линейные модели (логрег, линейный SVM): вес показывает вклад признака,
· деревья решений: путь по правилам,
· Naive Bayes: вклад через лог-вероятности,
· простые правила/пороговые модели.
Плюс: ясность. Минус: иногда ниже точность.

4) Post-hoc интерпретация (для любых моделей)
Когда модель сложная (ансамбли, SVM RBF, нейросети), используют методы “после обучения”.
4.1 Permutation importance
Идея: перемешать один признак и посмотреть, как падает качество.
· сильное падение → признак важен.
4.2 PDP и ICE (Partial Dependence / Individual Conditional Expectation)
Показывают, как меняется прогноз при изменении одного признака.
· PDP — средняя зависимость,
· ICE — зависимости для отдельных объектов (видно разнообразие).
4.3 Локальные объяснения: LIME/SHAP (концептуально)
· LIME: локально аппроксимирует модель простой моделью вокруг точки.
· SHAP: распределяет вклад признаков на основе “справедливого” разложения (идея значений Шепли).
(В MATLAB можно реализовать упрощённые аналоги: локальная линейная аппроксимация + permutation around point.)

5) Анализ ошибок: основа улучшения качества
5.1 Начать с confusion matrix
· где модель путает классы,
· какие ошибки доминируют: FP или FN.
5.2 Разбор ошибок по группам данных
Сегментируем ошибки по условиям:
· по диапазонам признаков (низкая/высокая температура),
· по времени/сменам/партиям,
· по устройствам/датчикам,
· по уровню шума/пропусков.
Цель: найти “карманы” пространства, где модель слабая.
5.3 Анализ ошибок по уверенности
Смотрим распределение вероятностей:
· “уверенные ошибки” опаснее (модель уверенно не права),
· “неуверенные” можно отправлять в ручную проверку (reject option).

6) Типовые причины ошибок
1. Недостаток данных в редких режимах
2. Шум/дрейф датчиков (domain shift)
3. Неверная разметка (label noise)
4. Неправильный порог при дисбалансе
5. Смешанные классы (пересечение распределений)
6. Утечка данных в обучении (завышенная оценка)
7. Неподходящие признаки (недостаточно информативны)

7) Практические инструменты улучшения после анализа ошибок
7.1 Подбор порога и cost-sensitive
Если важнее не пропустить “плохой” класс:
· увеличиваем чувствительность (recall),
· настраиваем порог по стоимости ошибок.
7.2 Калибровка вероятностей
Если вероятности “не честные”, сложно выбирать порог:
· Platt scaling,
· isotonic calibration.
7.3 Работа с данными
· добавить данных из проблемных режимов,
· балансировка классов,
· проверка меток,
· новые признаки (физически осмысленные, агрегаты по окну времени).
7.4 Модельная стратегия
· ансамбли, более устойчивые модели,
· отдельные модели по режимам (mixture of experts),
· reject option: “не уверен → не решаю”.

8) Отчёт об интерпретируемости (что показывать)
Минимум:
· confusion matrix,
· топ-10 признаков (importance),
· 2–3 графика PDP/ICE для ключевых признаков,
· анализ ошибок по группам,
· примеры объектов FP/FN (таблица признаков).

9) Короткий чек-лист для инженерной системы
· Есть ли мониторинг уверенности и дрейфа?
· Есть ли политика “не уверен → ручная проверка”?
· Есть ли протокол разбора ошибок раз в неделю/месяц?
· Есть ли правила обновления модели (триггер/расписание)?
· Есть ли “паспорт модели” (Model Card)?

